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• Maintain functionality
• Multiple systems
• Response time

• Portable and easy for multiple 
systems

• Quick and easy detection
• Faster diagnosis

The need for a better 
monitoring tool…

…
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Using the command line

Say we just want to monitor utilization:
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Using Splunk

We can expand on that single number to a visual representation that 
updates in real time

Now we can easily identify unexpected utilization metrics without 
having to constantly run a command and verify that the numbers it 
returns are within normal bounds
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Why we use Splunk

What Splunk does:
• Ingests log messages and 

other log-like data
• Command box functions 

similarly to grep
• Allows visuals to be created 

and auto-updated all from that 
one command box

• Can create alerts on data and 
trends

Benefits:

• No need to scp data off of 
clusters to monitoring server in 
order to interpret it

• Splunk command box allows for 
grepping through logs same as 
command line

• One command to ingest data 
and create visual, not having to 
keep track of and maintain 
multiple scripts

• No need to set up cron job to 
look for and alert on conditions 
of interest, can alert on      
trends



9/17/19 |   7Los Alamos National Laboratory

All Clusters Monitoring Dashboard
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Single Cluster Dashboard



9/17/19 |   9Los Alamos National Laboratory

Analysis Panels and Graphs
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Log Messages and Data Sources

• slurmctld log messages
• Reservation start and end
• slurmctld running

• Custom made cron script
• Slurm commands: sinfo, sdiag, squeue, scontrol …
• Easy to maintain and add to, same across all clusters

• Job completion data
• Epilog script ran at end of job reporting on data items

• Some supporting logs from other systems or software
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Improved our maintenance procedures

Fine-tuned our policies

Quickly get a sense of health, normal pattern of use, and 

appropriate heartbeats
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Questions?

Over 70 years at the forefront of supercomputing
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Over 70 years at the forefront of supercomputing


