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Bottomline Upfront – Takeaways 

• Specific experiments with specific LANL workloads
• Resilience and reliability 
• Node sharing / packing
• DST scheduling  

• Tooling / software
• Quantify user- and system-centric metrics 
• Applied to systems of arbitrary size 
• Workloads of interest behind the fence 

• Interested in feedback on ways to improve / expand our work
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LANL CTS-1 GRIZZLY



How did this all start?

What is BatSim?

How did we modify BatSim?

What are some questions that these tools can help 
answer?
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Simulation-based framework to explore impact 
to performance of large-scale systems due to 

degraded reliability in DRAM systems
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Simulation-based framework to explore impact 
to performance of large-scale systems due to 

degraded reliability in DRAM systems

(primarily looking at soft errors)
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The Universe is Hostile to Computers by Veritasium



What is Batsim ?
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Pierre-François Dutot, Michael Mercier, Millian Poquet, Olivier Richard. “Batsim: a 
Realistic Language-Independent Resources and Jobs Management Systems 
Simulator,” 20th Workshop on Job Scheduling Strategies for Parallel Processing, 
May 2016.

realistic, Based on SimGrid, multi-processed, on-going active development
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Batsim Architecture

Needed to add:

fault model
checkpoint-restart 



Modifications to Batsim

SLUG / BYU September 12-13, 2023

Batsim Simulation

Fault Model

Job Checkpointing
Parameters

Failure Rate
Cluster Architecture

Scheduler Params

JobsWorkload

An
al

ys
is

 / 
Po

st
-P

ro
ce

ss
in

g

Pa
ra

lle
liz

at
io

n

Ag
gr

eg
at

io
nScheduler / Resource Manager

Batsim / Logging

Checkpoint Agent
SimGrid /

Simulated Cluster



Modifications to Batsim

SLUG / BYU September 12-13, 2023

Batsim Simulation

Fault Model

Job Checkpointing
Parameters

Failure Rate
Cluster Architecture

Scheduler Params

JobsWorkload

An
al

ys
is

 / 
Po

st
-P

ro
ce

ss
in

g

Pa
ra

lle
liz

at
io

n

Ag
gr

eg
at

io
nScheduler / Resource Manager

Batsim / Logging

Checkpoint Agent
SimGrid /

Simulated Cluster

existing Batsim application



Modifications to Batsim

SLUG / BYU September 12-13, 2023

Batsim Simulation

Fault Model

Job Checkpointing
Parameters

Failure Rate
Cluster Architecture

Scheduler Params

JobsWorkload

An
al

ys
is

 / 
Po

st
-P

ro
ce

ss
in

g

Pa
ra

lle
liz

at
io

n

Ag
gr

eg
at

io
nScheduler / Resource Manager

Batsim / Logging

Checkpoint Agent
SimGrid /

Simulated Cluster

existing Batsim application

extensions



Modifications to Batsim

SLUG / BYU September 12-13, 2023

Batsim Simulation

Fault Model

Job Checkpointing
Parameters

Failure Rate
Cluster Architecture

Scheduler Params

JobsWorkload

An
al

ys
is

 / 
Po

st
-P

ro
ce

ss
in

g

Pa
ra

lle
liz

at
io

n

Ag
gr

eg
at

io
nScheduler / Resource Manager

Batsim / Logging

Checkpoint Agent
SimGrid /

Simulated Cluster

existing Batsim application

extensions
wrapper / launcher wrapper / post-proc.



Modifications to Batsim

SLUG / BYU September 12-13, 2023

Batsim Simulation
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Checkpoint Agent
SimGrid /

Simulated Cluster

existing Batsim application

extensions
wrapper / launcher wrapper / post-proc.

parallelize for large-scale 
Monte Carlo 

parameter sweeps
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Experimentation
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LANL Cluster Grizzly

11 months of real job log data from 2018
180K jobs
very few “large jobs”

explore a range of scenarios 
capability to capacity

WL1 – purely capacity
WL6 – purely capability
WL{3-5} -- mixture 
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Tradeoff between reliability and performance
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First experimental campaign
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• Grizzly WL2 (original) – 1490 nodes
• Assuming 13 day overall MTBF
• comparable to Trinity (20K nodes) 1 day MTBF 

• Assume proposed system w/ 32x less reliable DRAM
• Assume entire workload arrives at t = 0 
• evaluate makespan

• Random, treat as Monte Carlo
• à extremely large number of overall simulations conducted
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Impact to Makespan 
for different workloads and reliability factors
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Impact to size (break-even point) 
for different workloads and reliability factors



Experimentation
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#nodes  1490
SMTTF  ~1.6 days
#WLs  6
#jobs / WL 30K (varied)
#trials  400



Results (WL2 – Grizzly)
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Results (WL2 – Grizzly)
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O(minutes) O(hours) O(days)
10 m 60 m

~22%

4 hr 24 hr

~1250%

1 d 5 d

<0.5%



Results (WL6)
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O(minutes) O(hours) O(days)

>80% >2000%

~2.1%
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Results (WL1)
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O(minutes) O(hours) O(days)

Negligible impactNegligible impact Negligible impact
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Next Step
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Incorporate 
‘node sharing’ 

into BatSim

How much share-
packing is 

required to 
accommodate 
fewer nodes of 

greater 
resources?

View node as collection of cores / PEs

Model to address impact to 
baseline runtimes with concurrent 
jobs on same node

Prior work: job were just 
“rectangles”, i.e. didn’t use CPU 
model
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(simplifying) Assumptions
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Assume all 1-node jobs in the Grizzly workload represent ‘serial’ jobs
 that these jobs only really need 1 ”core”

All others are true, parallel (multi-node) jobs
 fully use a node (or nodes)

Assume that 1-core jobs can ‘fill’ up to X% of cores (configurable) of a node, 
without “interaction’ – not addressing ”interaction” at all at this point
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1234

Node 1

1234

Node 2

1234

Node 3

1234

Node 4

1234

Node 5

Job 1 Job 2

tim
e

possibly few nodes available at any one time for 1-core jobs

‘set aside some nodes for ‘single core jobs’
partitions

congruent with debug scenarios



The next slides:
The next slides have 4 graphs differing in the amount of cores.

They are all for 300:exp interarrival time

They are all for the bin (0,1]    ie 1 resource jobs

Assumed that Grizzly was 1500 nodes, with up to 10 “held back” exclusively 
for single core (packable) jobs.
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4 jobs / node

Reserve perhaps 7 or 8 nodes à 1-node jobs never wait
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Incorporate Reservations into BatSim 
• Different scenarios
• schedule reservations “in the future” 

• before jobs have been scheduled – jobs ‘flow’ around these reservations 
• conflict between scheduled jobs and future reservation
• conflict between running jobs and future (current) reservation

• schedule reservations 

• Policies
• when a conflict happens:

• only reschedule impacted jobs
• reschedule all jobs so that the implicit priorities are respected

• impacted jobs – progress they make deducted from requested wall times?

• Maintain compatibility with existing improvements
• checkpointing / faults / jobs restarting  
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Some initial investigation 
• Compare and contrast periodic reservations 
• Span the full cluster
• Staggered reservations
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Parameter Sweeps
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Reservation durations:  1, 15, 60, 240, and 480 minutes (5 cases)
 Number of subdivisions: 1, 2, 4, 8 (4 cases)
  Interval:  1 month (across entire res. cycle), {2, 4, 8} days (4 cases)

80 total combinations

Grizzly 2018 logs à 25 Monte Carlo runs per experiment
Grizzly 2022 logs

Very resource intensive – 50-100GB per experiment, 
3-8 days to complete. 

As compared to <20GB and 5 minutes for earlier experiments.
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6 – 7% reduction

4 – 5% reduction

Drill down on impact to jobs in 
the 4-day interval simulations 

with 8 subdivisions with 
reservations of length 480 

minutes 
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What’s happening ‘around’ these reservations?
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What’s happening ‘around’ these reservations?
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Determine impact to different job classes
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Evalys
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from gallery

Offline or online cluster monitoring



Modifications to Evalys
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