
Enabling web-based interactive 
notebooks on geographically 
distributed HPC resources
Alexandre Beche <alexandre.beche@epfl.ch>



Outlines

1. Context
2. Interactive notebook running 

on cluster(s)
3. Advanced use cases
4. Summary



Context



Blue Brain Project

Host	Institution
Ecole Polytechnique Fédérale de	Lausanne	(EPFL)

Director
Henry	Markram

Co-Directors
Sean	Hill,	Felix	Schürmann

Team	today
~	100	scientists,	engineers	&	staff	

Timeline
2005	founded	at	EPFL
2011/2012	ETH	Board	funding
2013-2021 Swiss	National	Research	
Infrastructure

Main	International	Collaborations
Switzerland	(CSCS,	CERN)
Israel	(HUJI)
USA	(Yale,	ANL,	OLCF,	Allen	Brain)
Spain	(UPM)
Saudi	Arabia	(KAUST)
Europe	(HBP)

Geneva



• 111,700 neurons/mm3

• 31,000 neurons

• 55 morphological types 
• ~ 2 mm thick 

•  346 m of axon
• 211 m of dendrites

• Excitatory to inhibitory neuron ratio 
of 86:14 %

• 13 excitatory & 42 inhibitory 
m-types

• Maximum branch order of m-types:
 

• 11 electrical types

• 207 morpho-electrical 
types

• 13 HH type ion channel 
models

• Ion channel density distribution 
profiles:

 

• bAP & EPSP attenuation for 207 
morpho-electrical types
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•  0.63 synapses/mm3

 

• 2258 viable synaptic pathways

 

•  600 intra-laminar pathways

 

•  1658 inter-laminar pathways

•  664 excitatory pathways
•  1594 inhibitory pathways

• Extrinsic to intrinsic synapse ratio of
75:25 %

 

• Mean synapses/connection

• 6 synapse types 

 
• 3025 possible synaptic pathways

 

• Total conductance in a single 
neuron is 971 nS 

 
 

 

• 207 synaptomes
 

• Mean conductance per synapse: 
0.85 nS for excitatory & 0.66 nS for 
inhibitory synapses

 

• The per synapse conductance of 1.5 nS
for connections between L5TTPCs is 
the highest in the microrcircuit 
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• Space clamp corrected synaptic 
conductances for 607 pathways
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Data-Driven Modeling & Simulation!

Ø 80	authors
Ø Joint	effort	between	

computer	and	neuro-
scientists

Ø Reproducible	work
Ø Extensible

Markram et	al,	Cell	2015
https://bbp.epfl.ch/nmc-portal



HPC Today’s Infrastructure

Production	HPC
• Model	development
• Reconstruction
• Simulation
• SW	development

4 Compute Racks
4096 Compute Nodes
5D CN torus
0.8 PF/s peak
64TB DRAM
4.2 PB GPFS storage

64 IONodes
3D torus
128TB Flash
Linux

Systems	Research
• Memory	extension
• Application	coupling
• Interactive	supercomputing
• Reproducibility

IBM	BlueGene/Q

IBM	BlueGene Active	Storage

Elastic	Compute
• Visualization	and	analysis
• Web	services
• SW	development
• Continuous	Integration
• Continuous	Deployment

IaaS
4 nodes

Viz & Analytics
36 nodes

IaaS
12 nodes

CEPH GPFSNetAppCEPH

Viz & Analytics
14 nodes

GPFS

GVA
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Infrastructure	renewal	ongoing
New	HPC	system	planned	for	Q1	2018



Interactive notebook running on 
cluster(s)



Problem description
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1) Connect	to	a	cluster	frontend
2) Get	an	allocation ssh	
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Problem description
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Arbitrary	code	can	now	be	run	on	behalf	of	the	user…
...	And	access	to	data



JupyterHub

Multi-user	server	for	Jupyter	notebooks
• Authenticate	users
• Spawn	single-user	Jupyter	notebook
• Proxy	user	traffic	to	notebook	securely	



JupyterHub

Authenticator: pam	+	sssd
Spawner: custom	slurm	spawner

Multi-user	server	for	Jupyter	notebooks
• Authenticate	users
• Spawn	single-user	Jupyter	notebook
• Proxy	user	traffic	to	notebook	securely	

https



Basic approach

Based	on	https://github.com/mkgilbert/slurmspawner

Custom	Spawner

Slurm	options

JupyterHub	configuration	file



Basic approach

Custom	Spawner

Slurm	options

Steps
1. Run	as	root	on	the	frontend
2. Resolve	uid	from	 logged	username
3. Submit	 job	with	#SBATCH	--uid=$user
4. Job	connect	back	to	JupyterHub
5. Gracefully	fails	if	no	resources	available

JupyterHub	configuration	file

Based	on	https://github.com/mkgilbert/slurmspawner



Basic approach

Custom	Spawner

Slurm	options

Steps
1. Run	as	root	on	the	frontend
2. Resolve	uid	from	 logged	username
3. Submit	 job	with	#SBATCH	--uid=$user
4. Job	connect	back	to	JupyterHub
5. Gracefully	fails	if	no	resources	available

Limitations
• Single	 instance	per	user
• Hardcoded	parameters
• No	Kerberos	credentials	(FS	required)	

JupyterHub	configuration	file

Based	on	https://github.com/mkgilbert/slurmspawner



Additional constraints

• BBP	infrastructure	is	multi-sites	(2	Slurm	clusters)
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Additional constraints

• BBP	infrastructure	is	multi-sites	(2	Slurm	clusters)
• User	needs	access	to	Shared	File	Systems	(Kerberos	required)
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JupyterHub	can’t	run	on	the	frontend	anymore…
...and	should	probably	handle	Kerberos	AuthN



Site agnostic approach

• JupyterHub	is	installed	out	of	any	cluster
• And	should	securely	submit	a	job	(ssh	as	user	+	sbatch)	

JupyterHub

Geneva

Frontend

GPFS NFS

Lugano

Frontend

GPFS
Kerberos



Authentication mechanism
Step	1.	Authentication

KerberosPAMAuthenticator
Username	+	password	=>	kerberos token
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Authentication mechanism
Step	1.	Authentication

KerberosPAMAuthenticator
Username	+	password	=>	kerberos token

Step	2.	Job	Submission

Step	3.	Access	notebook

Kerberos	token	forwarded	using
• ssh	(to	frontend)
• auks	(to	compute)



Site agnostic approach

JupyterHub
ssh	as	the	user	+	sbatch

Geneva

Frontend

GPFS NFS

Lugano

Frontend

GPFS
Kerberos

Limitation:	User	can	no	longer	collaboratively	work	on	a	notebook



Advance use cases:
Extending JupyterHub with custom 
kernels and modules



JupyterHub profiles

BBP	extension	to	abstract	environment	complexity	
and	improve	reproducibility	



JupyterHub profiles

BBP	extension	to	abstract	environment	complexity	
and	improve	reproducibility	

Arbitrary	name

Optimal	resources

Environment:
• Python	environment
• Set	of	modules



Custom virtual environments



Custom virtual environments

Kernels



Custom virtual environments

Kernels



Integration with Spark



Integration with Spark
Wrapper	around	sbatch



Integration with Spark
Wrapper	around	sbatch

Spark	code



Summary



Limitations and solutions

JupyterHub	does	not	support	multiple	“singleuser”	process
ØNon	blocking	limitation	(and	may	be	soon	supported	
upstream)

JupyterHub	notebook	are	user	specific	(not	collaborative)
Ø“copy	on	open”	notebooks

Sharing	and	versioning	of	the	notebook
ØNbgallery (https://github.com/nbgallery/nbgallery)



Summary

Ø Provide	a	secure	way	to	interact	with	remote	web-based	
interactive	notebooks

Ø Extend	the	tool	to	lower	entry	barrier	to	scientists	and	
improve	environment	reproducibility

Ø Integrate	the	tools	with	other	technology	to	leverage	
parallel	computing	such	as	Spark



We are hiring

jobs.bbp@epfl.ch

• Devops
• HPC	specialists
• Storage	specialists
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