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The European ICEI project is co-funded by the European Commission and is 
formed by the leading European Supercomputing Centres BSC (Spain), CEA 
(France), CINECA (Italy), ETH Zürich/CSCS (Switzerland) and 
Forschungszentrum Jülich/JSC (Germany). The ICEI project plans to deliver a 
set of e-infrastructure services that will be federated to form the Fenix 
Infrastructure. The distinguishing characteristic of this e-infrastructure is that 
data repositories and scalable supercomputing systems will be in close 
proximity and well-integrated. The participating supercomputing centers have 
SLURM resource management and scheduling systems available on a diverse 
range of systems including high-end clusters and systems with accelerators. In 
this talk, we present key requirements by ICEI for the site workload managers, 
including features such as support for interactive supercomputing, integration of 
resources such as storage hierarchies, support for RESTful interfaces and an 
ability to handle credentials such as OAuth and/or SAML.


