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Founded in 1931 by Nobel Prize winning physicist Ernest Lawrence
Sixteen elements are discovered at the Lab
Nine scientists have been awarded the Nobel Prize
Operates major National User Facilities for the Office of Science DOE





§ Reduce computing barriers in their breakthrough research
§ Science-centric and comprehensive approach



• Lawrencium supercluster: ~1300 compute nodes
• Over 10 division clusters: ~1700 compute nodes
• Multiple generations of CPUs, GPUs, large memory and 

AMD nodes
• Interconnected with EDR, FDR InfiniBand
• High performance NFS storage for home and projects
• 2.5 PT Lustre parallel filesystem for scratch space

HPC Systems
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UC Berkeley Campus 
Collaboration

§ Manage HPC service for 
UC Berkeley Research 
Computing program

§ Provide Berkeley faculty, 
researcher, students with 
state-of-the-art computing 
systems of Savio and 
SRDC (secure computing)

§ Auxiliary benefits:
o Improved grant 

competitiveness
o Incentive for recruitment 

and retention
o Achieving significant 

economies of scale with 
centralized data center

Footer 8



Lawrencium - Institutional Condo Program

Three types of accounts 
- Annual allocation account: free for lab PIs
- Condo account: hardware purchase by PIs
- Recharge account: SU purchase



Lawrencium SLURM Configuration 

• LRC partitions: lr[3, 4 5, 6], lr_bigmem, es1 (GPU), cm (AMD) …
• Condo QoS: customized based on PIs’ preference
• General QoS: lr_normal, lr_debug, low_prio
• QoS access

• Condo users: condo_qos to the partition they buy in, low_prio to 
all partitions. 

• Free 300K SU users: lr_normal to all partitions
• Recharge: lr_normal and low_prio to all partitions









User Portal SLURM Banking Plugins

job_submit_plugin (job submission): Estimate maximum job 

cost based on submission parameters, and reject job if the API 

reports that the user/account has insufficient service units 

available.

spank_plugin (job running): Report job and estimated cost to 

the API.

job_completion_plugin (job completing): Modify job in API to 

reflect actual usage.

https://github.com/ucb-rit/slurm-banking-plugins/blob/master/job_submit_plugin
https://github.com/ucb-rit/slurm-banking-plugins/blob/master/spank_plugin
https://github.com/ucb-rit/slurm-banking-plugins/blob/master/job_completion_plugin


Portal Plugins Written in Rust 

To ensure safety memory management
OpenSSL to make HTTPS connections to the portal API
Compiled with the SLURM source code
Caveat: potential plugin code revision with SLURM 
upgrade



Enable submit andcompletion plugins

/etc/slurm/slurm.conf

...     

JobSubmitPlugins=job_submit/slurm_banking

JobCompType=jobcomp/slurm_banking

Enable spank plugin 

/etc/slurm/plugstack.conf

…

optional /etc/slurm/spank/spank_slurm_banking.so

Configure our plugins using  /etc/slurm/bank-config.toml

To enable or disable the plugins

Partition names and pricing

URL of the user portal API, API token

Plugin Configuration



More SLURM Plugins

cpu_gpu_ratio_plugin (job submission): ensure the ratio 
(gres=1, --ntasks=2) is set appropriately

spank_private_tmpshm: create per-job tmp (/tmp, /var/tmp
and shm /dev/shm)

spank_collect_script: collect job submission scripts

https://github.com/ucb-rit/slurm-banking-plugins/blob/master/job_submit_plugin


Resources

Portal Slurm plugins: https://github.com/ucb-rit/slurm-
banking-plugins

More information, documents, tips of how to use 
Lawrencium supercluster http://scs.lbl.gov/

Contact us at hpcshelp@lbl.gov scienceIT@lbl.gov
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