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CoreWeaveis a specialized cloud,
built for GPU accelerated workloads
ontop of the industry’s fastest and
most flexible infrastructure.
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One Orchestration Layer To Rule Them All

kubernetes

Distributed Training Workloads KVM / QEMU Hypervisor

Workloads
Inference Workloads
Supports workloads not

General MicroServices containerizable

KNative Serverless Compute Great for Virtual Desktops and

) Developer Workstations
KEDA Auto Scaling

Available on all CPU and GPU
MPI Operator platforms

Argo Workflows Linux and Windows support

Helm Application Management Does not support GPUDirect

, RDMA
+ Thousands of community

supported projects

Scalable, Highly Available
Network Attached Storage

All-NVMe and HDD Tiers
Available

Block Device and Shared
Filesystem Volume Types
(Supports Multi-Attach)

Interoperable with Containers
and Virtual Servers

Up to 1PB Volume Sizes
10MM+|OPS perVolume

Infiniband GPUDirect RDMA
(Bare Metal)

Private & Public IP Ranges

Load Balancer Services (internal
& external)

Firewalling via Network Policies

Bare Metal Containers and
Virtual Servers in same
network domain

Direct Connects and Cloud
On-Ramps Available

Allresources are adjacent to one another and governed by the same Kubernetes concepts,
making orchestration much more manageable.



Datacenter Footprint

225 MW of Power across 15 Datacenters
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HGX H100 Supercomputer Instances

8x 400 Gbps Infiniband NDR Adapters for GPUDirect

° IF\QI;/;)%Q EgéoHr]n?O Platform built on Intel Sapphire

8x NVIDIA HGX 80GB H100 SXM5

e 1:1Non-Blocking GPUDirect Fabric built rail
optimized using NVIDIA InfiniBand NDR HCAs and @) GrJE 3y
Quantum_z SWItChes T TTTTT TITTT TTTTT

NVSwitch all-to-all 900GB/s bandwidth
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e Standard 8 rail configuration

e Topology supports NVIDIA SHARP in-network

collections 7.68 TB NVMe U.2 Local Storage

1TB (16x 64GB) DDR5 System Memaory

ELITE

1 1111
PARTNER

E 2x Intel Sapphire Rapids 8462Y+
= 128 vCPUs

NVIDIA.
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100 Gbps Frontend Networking

Confidential and Proprietary FOI’ more Informatlon. Coreweave H.IOO Documentation



https://docs.coreweave.com/machine-learning-and-ai/nvidia-hgx-h100
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Partners & Customers

e Investorand strategic partner

e Executivelevel collaboration and planning

S

M e TopAlcompaniesandlabs

e Scale scientific and drug discovery
&K WA e Operations and platform providers

Redesign ‘\ e Expanding compliancein 2024 for government related
-Science () contracts

e Elite North American partner for cloud services
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Why Slurm On
Kubernetes?

Seamless Experience

Support forboth burstand
batch workloads onthe
same central platform.

Confidential and Proprietary
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[ ]
CoreWeave’'s core APl and 8
orchestrationis Kubernetes

. _ . workload manager
Separating orchestration entirely

means two separate pools of
compute to maintain and operate

Without Slurm, customers lose
out onindustry best solutions for
HPC




Deployable in suite of helm chart
related toolsincluding popular
gitops workflows

Easy tracking & configuration of
prolog and epilog scripts

Support for sé scripts and services

Configurable authentication
schemes including Ldap through
companion OpenlLdap helm chart
or third party solution (Authentik,
GAuth, etc.)

Confidential and Proprietary

SUNK Features

Configuration & Deployment Kubernetes Integration State Management

Inherits the core Kubernetes
features
o  HAof control plane services
©  Dynamic node scaling
0  Resource management with
request and limits
o  Sharedfilesystemyvia

PersistentVolumeClaim
resources

K8s scheduler for scheduling native
kubernetes workloads via Slurm
scheduler

o  Serverless/Bursty workloads

€Y CoreWeave

Dynamic nodes with two way
syncing of state between k8s
and slurm

Automatic topology generation

Support for Pyxis container
execution

GRES supportand
auto-identification
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SUNK
Implementation
Overview

helm chart

NodeSet Slurm Cluster

Node Controller

Controller Controller

Services containerized in Kubernetes

Slurm Condition Labels/Annotations

v
create )
delete [
update ke Generate topology
K8s Node K8s Node K8s Node

-
[
3
5]

°

=3
=1

@

Tenant Namespace

%)
7 ﬁ ﬁ @ °““'*9 heim chart

Shared FS PVCs 73 topolqu
—moum [ config

| SO Reconcile/Patch— — — - — — — - — — —~

Shared |
Config i
T

|

Slurm Syncer

Slurm Cli Syncer Pod
Slurm Controller Slurm REST API urm Client l<—= Controller

(o} (o]

Slurm
Accounting

o
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SUNK
Implementation
Overview

helm chart

NodeSet Slurm Cluster

Node Controller

Controller Controller

Services containerized in Kubernetes

Slurm Condition Labels/Annotations
i

Slurm components as Pods

v
create ) )
delete Ll [ 1
Controller o, comnoy
K8s Node K8s Node K8s Node

Accounting
Rest API 1:1 mapping |
Slurm DB

Tenant Namespace
Login Nodes e

_— ﬁ @ @ %e heim char
Shared FS PVCs 73 topolqu
—mount: ‘ config

| SO Reconcile/Patch— — — - — — — - — — —~
Shared |
I
|
T
|

Config

Slurm Syncer

Slurm Cli Syncer Pod
Slurm Controller Slurm REST API urm Client l<—= Controller

(o} (o]

Slurm
Accounting

o
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SUNK
Implementation
Overview

Services containerized in Kubernetes
Slurm components as Pods
Configuration as ConfigMaps and Secrets

e Single source of truthmounted
across allcomponents
Slurm config
Topology
Prolog/Epilog Scripts

Confidential and Proprietary

€Y CoreWeave

Cluster Scoped Operator

NodeSet

Controller

Node Controller

Slurm Cluster

Controller

helm chart

Slurm Condition Labels/Annotations

create ) )

delete Ll [ 1

update o o4’ Generate topology
K8s Node K8s Node K8s Node

1:1 mapping f

Tenant Namespace

o

Shared FS PVCs
H —mount—

Shared
Config

© © 0 —8©

Slurm
Accounting

o

Slurm Controller }»

Slurm REST API

o

topology
config

Reconcile/Patch— - — - — — ——

helm chart

Slurm Syncer

Slurm Client  |«—»|

-
|
1
|
]
|

Syncer Pod
Controller




SUNK
Implementation
Overview

Services containerized in Kubernetes
Slurm components as Pods

Configuration as ConfigMaps and Secrets
Nodesets maintaining compute

e ACRDforscheduling slurmd
containers on Kubernetes nodes

e Tracks status of the compute nodes
within slurm

Confidential and Proprietary
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Cluster Scoped Operator

NodeSet

Controller

Node Controller

Slurm Cluster

Controller

helm chart

Slurm Condition Labels/Annotations

create
delete
update
K8s Node

1
.a
.l
e
K8s Node

v

)

%
K8s Node

1:1 mapping f

Generate

‘topology

Tenant Namespace

&

Shared FS PVCs
—mount:

Shared
Config

© 0 0 -

i e helm chart

) topology
‘ config

Slurm
Accounting

o

Slurm Syncer

Slurm Client  |«—»|

| SO Reconcile/Patch— — — - — — — - — — —~
|
I
|
T
|

Slurm Controller }» Slurm REST API

Syncer Pod
Controller




SUNK
Implementation
Overview

Services containerized in Kubernetes
Slurm components as Pods

Configuration as ConfigMaps and Secrets
Nodesets maintaining compute

Slurm Syncerreconciling state

e Syncthe state of Kubernetes nodes
into slurm and vice-versa
° Interact with Slurm’s REST API

Confidential and Proprietary
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Cluster Scoped Operator

NodeSet

Controller

Node Controller

helm chart

Slurm Cluster

Controller

Slurm Condition Labels/Annotations

create ) )

delete Ll [ 1

update o o4’ Generate topology
K8s Node K8s Node K8s Node

1:1 mapping f

Tenant Namespace

Q

Shared FS PVCs

—mount
Shared
Config

O O O %e

T topology
‘ config
b — Reconcile/Patch— — — - — — — —— — —

N
|
I
|
]
|

Slurm Syncer

Slurm
Accounting

o

Slurm Controller

&

Syncer Pod
Controller

Slurm REST API Slurm Client  |«—»|

o




SUNK
Implementation
Overview

Services containerized in Kubernetes
Slurm components as Pods

Configuration as ConfigMaps and Secrets
Nodesets maintaining compute

Slurm Syncerreconciling state

Staying consistent with the Operators

e Reconcilesnode changes fromthe
Slurm and Kubernetes sides

Confidential and Proprietary
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Cluster Scoped Operator

helm chart

NodeSet Slurm Cluster

Node Controller

Controller Controller

Slurm Condition Labels/Annotations
i

create ) )

delete Ll [ 1

update o o4’ Generate topology
K8s Node K8s Node K8s Node

1:1 mapping f

Tenant Namespace .
@ 06 06 06 -8

Shared FS PVCs 73 topology
_moum ‘ config
| SO Reconcile/Patch— — — - — — — - — — —~
Shared |
Config i
]
Slurm Syncer |

Slurm Cli Syncer Pod
Slurm Controller Slurm REST API urm Client l<—= Controller

Slurm
Accounting

o




SUNK
Implementation
Overview

Services containerized in Kubernetes
Slurm components as Pods

Configuration as ConfigMaps and Secrets
Nodesets maintaining compute

Slurm Syncerreconciling state

Staying consistent with the Operators
Schedule from both sides

e Allows scheduling of Kubernetes
workloads on shared pool of
compute with Slurm

Confidential and Proprietary
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Cluster Scoped Operator

NodeSet

Controller

Node Controller

Slurm Cluster

Controller

helm chart

Slurm Condition Labels/Annotations
i

create @ )

delete 20 o0

update o ke
K8s Node K8s Node K8s Node

Generate topology

1:1 mapping f

Tenant Namespace

Q 069090 -0

Shared FS PVCs
—mount
Shared
Config

Slurm
Accounting

o

Slurm Controller

&

}» Slurm REST API

topology
config

Reconcile/Patch— — — - — — — — — — —

helm chart

Slurm Syncer

Slurm Client  |«—»|

N
|
I
|
]
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Syncer Pod
Controller




SUNK
Implementation
Overview

Services containerized in Kubernetes
Slurm components as Pods

Configuration as ConfigMaps and Secrets
Nodesets maintaining compute

Slurm Syncerreconciling state

Staying consistent with the Operators
Schedule from both sides

Expose prometheus Metrics

Confidential and Proprietary
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Cluster Scoped Operator

NodeSet

Controller

Node Controller

Slurm Cluster

Controller

helm chart

Slurm Condition Labels/Annotations

create @ )

delete 20 o0

update o ke
K8s Node K8s Node K8s Node

Generate topology

1:1 mapping f

Tenant Namespace

Q

Shared FS PVCs

—mount
Shared
Config

© © 0 —8©

Slurm
Accounting

o

Slurm Controller }» Slurm REST API

o

topology
config

Reconcile/Patch— - — - — — —

helm chart

Slurm Syncer

Slurm Client  |«—»|

N
|
I
|
]
|

Syncer Pod
Controller




Nodesets

e Acrossbetweendaemonset and statefulset
e Kubernetes Status fields based on state in Slurm,
node status, and pod affinity

e Schedules podsrunning slurmd taking into account:

o Node affinity
o Tenancy of otherworkloads
o Kubernetes and Slurm node conditions
e Protectedrollingupdates and scale up/down
considering Drain/Active conditions

NAME DESIRED FEASIBLE CURRENT
slurm-a40 10 10 10
slurm-hle0 32 30 30

Confidential and Proprietary

€Y CoreWeave

Shared
volumes
NodeSet Pod

slurmd container

el
container

slurm cgroup prolog/epilog node

UP-TO-DATE RUNNING DRAIN
8 8 2
30 30 (%)



Syncer

Leveraging Slurm’s REST API, the syncer keeps the state of
compute consistent between kubernetes and slurm

Reconciles pod annotations, labels, and conditions to
match drain and running statesin Slurm

Pod conditions such as drained/cordoned nodes
originating from K8s get pushed to slurm

Efficiently caches the state from slurm to avoid
overwhelming requests

Confidential and Proprietary
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NodeSet Pods

Reconcile/Patch

Slurm Syncer

Syncer Pod

Slurm REST API Slurm Client <«—»

Controller
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Scheduler

Controller acting as a kubernetes scheduler .I

Kubernetes

slurm

woarkload manager

Inference Inference Inference Training Training Training

Allows compute resources associated with a Slurm
Clusterto be allocated to k8s workloads dynamically

Pods schedule according to node assignments
matching Slurm placeholderjobs scheduled from within
Slurm

Slurm Job Is k8s Pod
. . . Av;?,i:ﬁgdKiis se?éi?rt\Edor Slurm Job Schedules on
Dynamically switches compute between training and 5 Running Slurm

applied to cluster pre-empting

inference workloads Slurm Nodes

determined node
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SUNK in Practice

Declarative management with Helm

Compatible with GitOps pattern
Ex: syncing with ArgoCD

Slurm Prometheus Metrics exporter &
Grafana Dashboards

Phalanx HPC verification workloads to
assure health of clusterresources

n‘:ii‘u slurm

Project: default

Labels: app.kubernetes.io/instance=app-of-apps
Status: @ Healthy ® Synced

Repository: http://helm.corp.ingress.ord1.coreweave.co..
Target Re... A3.x

Chart: slurm

Destination: tenant-cluster

Namespa... tenant-my-namespace

Created At: 06/09/2023 08:41:55 (3 months ago)

€Y CoreWeave

#®Phalanx

Node lifecycle

Node Level
Monitoring
& Provisioning

InfiniBand Fabric
Monitoring &
Provisioning




Inflection Al’s
ultra-performant
cluster smashes
MLPerfrecord

Confidential and Proprietary
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In ajoint submission with NVIDIA, CoreWeave delivered
record-breaking performance results on the MLPerf™
benchmarkin June 2023.

<'|'| minutes totrain GET-S trallnlng benchmarkon a
commercially available cluster

+35 s 500 NVIDIATensor Core HI00 GPUs used

29X faster than the next best competitor

4x blgger than the next best competitor



€/ CoreWeave
Key Contributors

Peter Slanki Andrew Senetar Q u e S t i O n s ?

VP of Engineering SeniorInfrastructure

Snginees Slurm On Kubernetesto be opensourcedin 2024
We’re Hiring! , , ,
9 Looking for future partners & maintainers, reach out
to sunk@coreweave.comifinterested

Y/ https://www.coreweave.com/careers

Want to try it out on CoreWeave? Reach out to

Coming Soon
g sales@coreweave.com

0 https://github.com/coreweave/sunk




Thank You
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